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Foreword
The past two decades have seen an evolution from risk-based to risk-informed safety management approaches, in which quantitative outcomes of risk assessment are only one component of the decision-making process, being combined with other criteria (such as social preferences, political concerns and budgetary constraints). This change in the relationship between risk assessment and decision-making has been driven by several factors:
The present document provides an introduction to risk-informed decision-making, along with a description of the manner in which the technique has been implemented by the NASA for management of risk in space programmes, and by the US NRC for the regulation of nuclear activities. The authors also document the respective advantages and disadvantages of deterministic and probabilistic approaches to risk assessment.
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Chapitre 1 Introduction
Context
Although the use of risk assessment and uncertainty analysis for decision making may take different perspectives, there is a shared and common understanding that these tools provide useful decision support in the sense that their outcomes inform the decision makers insofar as the technical risk side of the problem is relevant for the decision [Aven, 2010].
Further, the actual decision outcome for a critical situation involving a potential for large consequences typically derives from a thorough process which combines i) an analytic evaluation of the situation (i.e., the risk assessment) by rigorous, replicable methods evaluated under agreed protocols of an expert community and peer-reviewed to verify the assumptions underpinning the analysis, and ii) a deliberative group exercise in which all involved stakeholders and decision makers collectively consider the decision issues, look into the arguments for their support, scrutinize the outcomes of the technical analysis and introduce all other values (e.g. social and political) not explicitly included in the technical analysis. This way of proceeding makes it possible to keep the technical analysis manageable by complementation with deliberation for ensuring coverage of the non-modelled issues. In this way, the analytic evaluation (i.e., the risk assessment) supports the deliberation by providing numerical outputs (point estimates and distributions of the relevant safety parameters, possibly to be compared with predefined numerical safety criteria for further guidance to the decision) and also all the argumentations behind the analysis itself, including the assumptions, hypotheses, parameters and their uncertainties [Nilsen and Aven, 2003].
With respect to the latter issue, the key point is to guarantee that uncertainties are taken into account in each step of the risk assessment procedure whilst ensuring that the information and knowledge relevant for the problem are represented in the most faithful manner. In particular, uncertainties have to be
The bottom line concern with respect to uncertainty in decision making is to provide the decision makers with a clearly informed picture of the problem upon which they can confidently reason and deliberate [Zio, 2009, Aven and Zio, 2011].
For more than 30 years, probabilistic analysis has been used as the basis for the analytic process of risk assessment and the treatment of associated uncertainties. The common term used is Probabilistic Risk Assessment (PRA, also referred to as Quantitative Risk Assessment, QRA). Its first application to large technological systems (specifically nuclear power plants) dates back to the early 1970s [USNRC, 1975], but the basic analysis principles have not changed significantly since that period.
However, the purely probability-based approaches to risk and uncertainty analysis can be challenged under the common conditions of limited or poor knowledge on the high-consequence risk problem, for which the information available does not provide a strong basis for a specific probability assignment: in such a decision making context, many stakeholders may not be satisfied with a probability assessment based on subjective judgments made by a group of analysts. In this view, a broader risk description is sought where all the uncertainties are laid out ‘plain and flat’ with no additional information inserted in the analytic evaluation in the form of assumptions and hypotheses which cannot be proven right or wrong [Ferson and Ginzburg, 1996, Walley, 1991, Dempster, 1967, Shafer, 1976, Dubois and Prade, 1988, Dubois, 2006].
Notice that in the implementation of the decision it is common for decision makers to seek for further protection by adding conservatisms and performing traditional engineering frameworks of “defense-in-depth” (typical of a deterministic approach to risk assessment) to bound the uncertainties and in particular the “unknown unknowns” (completeness uncertainty).
In general, the insights provided by the probabilistic approach complement those provided by the deterministic approach. In view of this, the trend is to move towards a much more risk informed approach in which the insights from the risk information provided by the PRA is used formally as part of an integrated decision making process. When this integrated process is applied to making decisions about safety issues, this is sometimes referred to as Risk Informed Decision Making (RIDM).
Objectives of this document
In this wide framework of decision making in risk assessment practice in presence of uncertainties, the present document aims to:
Document structure
The document is structured as follows:
Chapitre 2 Risk-informed decision-making
2.1 Risk and risk assessment
In the past, a deterministic approach was chosen as the basis for making decisions on safety issues. In particular, the approach was to:
Within this approach (often referred to as a structuralist defense-in-depth approach), safety margins against these scenarios are enforced through conservative regulations of system design and operation. These regulations operate under the assumption that the challenges and stresses caused to the system and its protections by any credible accident, are less than those caused by the worst-case, credible accidents. The underlying principle has been that if a system is designed to withstand all the worst-case credible accidents, then it is “by definition” protected against any credible accident [Apostolakis, 2006].
However, in recent years, a probabilistic approach to risk analysis (PRA) has arisen as an effective way for analyzing system safety, not limited only to the consideration of worst-case accident scenarios but extended to examining all feasible scenarios and their related consequences, with the probability of occurrence of such scenarios becoming an additional key aspect to be quantified in order rationally and quantitatively to handle uncertainty. In particular, the move has been towards an integrated approach that combines the insights provided by the deterministic approach and those from the probabilistic approach with any other requirements in making decisions on a safety issue [USNRC, 1975, NASA, 2002, Aven, 2003, Bedford and Cooke, 2001, Henley and Kumamoto, 1992, Kaplan and Garrick, 1981, McCormick, 1981, USNRC, 1983].
Risk in PRA
Within the Probabilistic Risk Assessment framework, risk is operationally defined as a set of triplets [USNRC, 1983]:
Uncertainties are included in the evaluation of likelihoods and consequences.
Defining risk in this way supports risk management, because [NASA, 2010]:
The document [Zio and Pedroni, 2012], available in the same collection as the present document, provides more information on the way in which uncertainty arises and can be managed in a PRA.
2.2 The Risk-Informed Decision Making (RIDM) process
In this section, general concepts related to Risk-Informed Decision Making (RIDM) processes are presented. In particular, the following questions are answered:
2.2.1 What is RIDM?
A risk-based decision-making process provides a defensible basis for making decisions and helps to identify the greatest risks and prioritize efforts to minimize or eliminate them. It is based primarily on a narrow set of model-based risk metrics, and generally does not lead much space for interpretation. Considerations of cost, feasability and stakeholder concerns are generally not a part of risk-based decision-making, which is typically conducted by technical experts, without public consultation or stakeholder involvement.
In contrast, risk-informed decision making (RIDM) is a deliberative process that uses a set of performance measures, together with other considerations, to “inform” decision making. The RIDM process acknowledges that human judgment has a relevant role in decisions, and that technical information cannot be the unique basis for decision making. This is because of inevitable gaps in the technical information, and also because decision making is an intrinsically subjective, value-based task. In tackling complex decision making problems involving multiple, competing objectives, the cumulative knowledge provided by experienced personnel is essential for integrating technical and nontechnical elements to produce dependable decisions [NASA, 2008, NASA, 2010].
2.2.2 When is RIDM invoked?
RIDM is invoked for key decisions (e.g., design decisions, make-buy decisions, budget reallocation, …), which typically require setting or rebaselining of requirements [NASA, 2010]. It is invoked in many different venues, including boards and panels, safety review boards, risk reviews, engineering design decision forums and configuration management processes, among others [NASA, 2010].
RIDM is applicable for decisions that typically have one or more of the following characteristics [NASA, 2010]:
RIDM typically requires detailed, quantitative analyses, which are expensive to undertake, and is thus not suited to small, low budget projects which are in their operational phase.
2.2.3 How does RIDM help?
RIDM is a structured process that [NASA, 2008]:
The next chapter illustrates the manner in which RIDM is used at NASA.
Chapitre 3 NASA Risk-Informed Decision Making process
Within the NASA organizational hierarchy [NASA, 2010], top-level objectives (NASA Strategic Goals, such as mission success), flow down in the form of progressively more detailed performance requirements, whose achievement guarantees that the top-level objectives are met. Each operational/organizational unit within NASA discusses with the unit(s) at the next lower level in the hierarchy a series of objectives, performance measures and requirements, resources, and schedules that characterize the tasks to be performed by the unit(s). At each step, the lower level operational/organizational unit manages its own risks and reports risks and elevates decisions for managing risks to the next higher level. Employing the Risk-Informed Decision Making (RIDM) process in support of key decisions as requirements flow down through the operational/organizational hierarchy ensures that objectives remain intertwined to NASA Strategic Goals [NASA, 2010].
Throughout this process, interactions take place between the following actors [NASA, 2008]:
Figure 3.1 illustrates these roles and interfaces within the NASA RIDM process. It can be seen that it is fundamental that the analysts conducting the risk analysis of alternatives take into account the objectives of the various stakeholders in their analyses. These analyses are performed by subject matter experts in the domains spanned by the objectives. The completed risk analyses are deliberated and the decision-maker selects a decision alternative for implementation (with the agreement of the Technical Authorities).
Figure 3.1: Roles and interfaces in the NASA RIDM process |
The NASA RIDM process involving the above mentioned actors consists of three parts, namely Part 1, 2 and 3, briefly summarized below and described in detail in the following Sections 3.1, 3.2 and 3.3, respectively [Dezfuli et al., 2010, NASA, 2008, NASA, 2010]:
Objectives are decomposed into their constituent objectives, each of which reflects an individual issue that is significant to the stakeholders. At the lowest level of decomposition are performance objectives, each of which is associated with a performance measure that quantifies the degree to which the performance objective is addressed by a given decision alternative. In general, a performance measure has a “direction of goodness” that indicates the direction of increasingly good performance measure values. A complete set of performance measures is considered for decision making, that reflects stakeholder interests and spans the mission execution domains of i) safety, ii) technical, iii) cost and iv) schedule [NASA, 2010]. Objectives whose performance measure values are required to lie within predefined limits (for all decision alternatives) give rise to imposed constraints reflecting those limits. Objectives and imposed constraints constitute the basis on which decision alternatives are compiled, and performance measures are the means by which their ability to meet imposed constraints and achieve objectives is quantified (§ 3.1).
The performance measures of each alternative are quantified; given the presence of uncertainty, the actual outcome of a particular decision alternative will be only one of a (possibly) broad spectrum. Therefore, it is incumbent on risk analysts to model all possible outcomes of interest, accounting for their probabilities of occurrence, in terms of the scenarios that produce it: this produces a probability distribution of outcomes for each alternative.
If the uncertainty in one or more performance measures prevents the decision-maker from assessing important differences between alternatives, then the risk analysis may be iterated in order to reduce uncertainty. The iterative analysis stops when the level of uncertainty does not preclude a robust decision from being taken.
Robust decision
A robust decision is based on sufficient technical evidence and characterization of uncertainties to determine that the selected alternative best reflects the decision-maker’s preferences and values given the state of knowledge at the time of the decision, and is considered insensitive to credible modeling perturbations and realistically foreseeable new information [NASA, 2010].
The principal product of the risk analysis is the Technical Basis for Deliberation (TBfD), a document that lists the set of candidate alternatives, summarizes the analysis methodologies used to quantify the performance measures, and presents the results. The TBfD is the input that risk-informs the deliberations that support decision making (§ 3.2).
Deliberation takes place among the stakeholders and the decision-maker who either i) prunes the set of alternatives and asks for further analysis of the remaining alternatives or ii) selects an alternative for implementation or iii) asks for new alternatives.
To facilitate deliberation, a set of performance commitments is associated with each alternative. Performance commitments identify the performance that an alternative is capable of, at a given probability of exceedance, or risk tolerance. By establishing a risk tolerance for each performance measure independent of the alternative, comparisons of performance among the alternatives can be made on a risk-normalized basis. In this way, stakeholders and decision-makers can deliberate the performance differences between alternatives at common levels of risk, instead of having to choose between complex combinations of performance and risk (§ 3.3).
The NASA RIDM process has just been described as a linear sequence of steps: however, this representation is used only for the sake of simplicity. Actually, in reality, some steps of the processes may be conducted in parallel, and others may be iterated multiple times before moving to subsequent steps. In particular, Part 2 (namely, Risk analysis of decision alternatives) is internally iterative as analyses are refined to meet decision needs; in addition, Part 2 is iterative with Part 3 (namely, Risk-informed alternative selection), as stakeholders and decision-makers iterate with the risk analysts in order to produce sufficient technical basis for taking a robust decision.
The following sections provide details concerning Parts 1, 2 and 3 of this decision process.
3.1 Part 1 – Identification of decision alternatives
Decision alternatives have to be identified in the context of the objectives that have to be achieved. Thus, the identification of the alternatives starts with the process of understanding stakeholders’ expectations (Step 1.A, described in § 3.1.1); then, stakeholders’ expectations are decomposed into quantifiable objectives and performance measures in order to allow comparison among the candidates (Step 1.B in § 3.1.2); finally, a set of feasible alternatives is compiled that addresses the quantified objectives (Step 1.C in § 3.1.3).
3.1.1 Step 1.A – Understand stakeholders’ expectations
Stakeholder expectations result when they i) specify what is desired as a final outcome or as a thing to be produced and ii) establish bounds on the achievements of goals (these bounds may for example include costs, time to delivery, performance objectives, organizational needs). In other words, the stakeholder expectations that are the outputs of this step consist of i) top-level objectives and ii) imposed constraints. Top-level objectives state what the stakeholders want to achieve from the activity: these are frequently qualitative and multifaceted, reflecting competing sub-objectives (e.g., increase reliability vs. decrease cost). Imposed constraints represent the top-level success criteria outside of which the top-level objectives are not achieved.
Planetary Science Mission example
The hypothetical “Planetary Science Mission example” described in [NASA, 2010], supposes that the objective of the RIDM process is to place a scientific platform in orbit around a given planet in order to collect data and send it back to earth. Stakeholders’ expectations may include:
3.1.2 Step 1.B – Derive performance measures
Although the top-level objectives state that the goal has to be accomplished, they may be too complex and/or vague for operational purposes; thus, in general, decision alternatives cannot be directly compared only on the basis of the (multifaceted and/or qualitative) top-level objectives. To overcome this issue, top-level objectives are decomposed, using an Objective Hierarchy (OH), into a set of different lower-level objectives describing (in more detail) the complete set of necessary and/or desirable characteristics that any feasible alternative should have. Each of these lower-level objectives is then associated to a performance measure, that quantifies the extent to which a decision alternative meets the corresponding objective and, thus, provides a mathematical basis for comparing the different alternatives.
Construct an Objective Hierarchy
An Objective Hierarchy (OH) is built by subdividing an objective into lower-level objectives of more detail. Figure 3.2 shows an example OH. At the first level of decomposition the top-level objective of interest is declined into the general execution domains of Safety, Technical, Cost and Schedule. Below each of these general domains the objectives are further decomposed into sub-objectives, which themselves are iteratively decomposed until appropriate quantifiable performance objectives are generated. The decomposition of objectives stops when the set of performance objectives is operationally useful and quantifiable.
Figure 3.2: An example objective hierarchy |
Planetary Science Mission example OH
By way of example, the figure below shows the objective hierarchy built from the top-level objective “Project success” for the Planetary Science Mission example introduced in § 3.1.1 [NASA, 2010]. It can be seen that the top-level objective of interest, i.e., Project success, is successively decomposed through the general execution domains of Safety, Technical, Cost and Schedule, producing a set of performance objectives at the leaves.
Figure 3.3: Example objective hierarchy for a NASA planetary science mission |
Derive performance measures for the performance objectives
Once an OH is built that decomposes each top-level objective into a complete set of performance objectives, a performance measure is assigned to each as a quantitative measure of its degree of fulfillment. In most cases, the appropriate performance measure to use is evident from the objective (e.g., the objective “Minimize cost” is naturally associated with the performance measure “Total cost”); in other cases, the choice is not so clear, and work must be done in order to assure that the objective is not only quantifiable, but that the performance measure used to quantify it is adequately representative of the objective of interest.
Further technical details about this issue are not reported here for brevity; the interested reader is referred to [NASA, 2010] and to Appendix A at the end of this document.
By way of example, refer to the Planetary Science Mission example that is briefly presented in § 3.1.1 and whose OH (built for the top-level objective “Project success”) is reported in figure 3.3. The performance measures associated to the four performance objectives derived from the top-level objective “Project success” are reported in table 3.1 together with the corresponding imposed constraints1.
Performance objective | Performance measure [unit of measure] | Imposed constraint |
Minimize cost | Project cost [$M] | None |
Minimize development time | Months to completion [months] | 55 months |
Minimize the probability of planet Pu contamination | Probability of planet contamination by Pu [/] | 0.1% |
Maximize data collection | Months of data collection [months] | 6 months |
Tableau 3.1: Performance measures and imposed constraints associated to the performance objectives derived from the top-level objective “Project success” (figure 3.3) for the Planetary Science Mission example introduced in § 3.1.1 [NASA, 2010] |
3.1.3 Step 1.C – Compile a set of alternatives
One of the possible ways to compile and represent the decision alternatives under consideration is by a trade tree [NASA, 2010]. Initially, the trade tree contains a number of high-level decision alternatives representing high-level differences in the strategies used to address objectives. The tree is then developed in greater detail by determining a general category of options that are applicable to each strategy. Trade tree development continues iteratively until the leaves of the tree contain alternatives that are sufficiently well defined to allow quantitative evaluation through risk analysis.
Along the way, branches of the trade tree containing unattractive categories can be pruned, as it becomes evident that the alternatives contained therein are either unfeasible (i.e., they are incapable of satisfying the imposed constraints) or just inferior to alternatives on other branches. An alternative that is inferior to some other alternative with respect to every performance measure is said to be dominated by the superior alternative. At this point in the RIDM process, assessment of performance is high-level, depending on simplified analysis and/or expert opinion, etc.: in particular, when performance measure values are quantified, they are done so as point estimates, using a conservative approach to estimation in order to be inaccurate on the side of inclusion rather than elimination.
Trade tree for Planetary Science Mission example
For instance, consider the Planetary Science Mission example of § 3.1.1. A trade tree was used to compile potential alternatives for the mission to a planet of interest. As shown below, the three (decision alternative) attributes that were considered for developing the tree were i) the orbital insertion method (propulsive deceleration vs. aerocapture), ii) the science package (lighter, low-fidelity instrumentation vs. heavier, high-fidelity instrumentation), and iii) the launch vehicle (small, medium, and large). However, initial estimates of payload mass indicated that there was only one appropriately matched launch vehicle option to each combination of insertion method and science package. Thus, eight of the twelve initial options were screened out as being “unfeasible”, leaving four alternatives to be forwarded to risk analysis.
3.2 Part 2 – Risk analysis of decision alternatives
Risk analysis consists of performance assessment supported by probabilistic modeling. It is used here to propagate the uncertainties inherent in a particular decision alternative to uncertainty in the achievement of objectives, were that decision alternative to be pursued. Performance is assessed in terms of the performance objectives developed in Step 1 (§ 3.1). The performance measures established for these objectives provide the means of quantifying performance so that alternatives can be effectively compared.
Part 2 of the NASA RIDM process (namely, Risk analysis of decision alternatives) comprises two steps: in Step 2.A, the risk analysis framework is structured for each decision alternative identified at Step 1.C of § 3.1.3 (in other words, risk analysis methodologies are selected for each analysis domain represented by the objectives and coordination among the analysis activities is established to ensure a consistent, integrated evaluation of each alternative) (§ 3.2.1); in Step 2.B, the risk analysis is conducted, which entails probabilistic evaluation of each alternative’s performance measure values (§ 3.2.2). On the basis of the quantitative results of the risk analysis process, in Step 2.C the Technical Basis for Deliberation (TBfD) is developed, which provides the primary means of risk-informing the subsequent alternative selection process (§ 3.2.3).
3.2.1 Step 2.A – Structure the (alternative specific) risk analysis framework
This step of the NASA RIDM process is concerned with how domain-specific analyses, conducted in accordance with existing methodological practices, are integrated into a multidisciplinary framework to support decision making under uncertainty. In general, the challenge for the risk analysts is to establish a framework that:
In practice, in order to structure the risk analysis framework for a given decision alternative, the relationships between performance measures and the analyses needed to quantify them have to be established and illustrated. By way of example, figure 3.4 traces Performance Parameter 2 through the risk analysis framework, showing how it is used by multiple risk analyses in multiple execution domains (e.g., Safety, Technical, Cost and Schedule).
Performance Parameter 2 is a direct input to a risk analysis in the Safety and Technical domains. This analysis produces outputs that are used as inputs to two other Safety and Technical risk analyses. Some of these risk analyses produce values for Performance Measures 1 and m, whereas others produce an output that is needed by a risk analysis in the Cost & Schedule domain. This Cost & Schedule risk analysis ultimately supports quantification of Performance Measure 2. Each of the m performance parameters that define Alternative i can be similarly traced through the risk analysis framework.
Figure 3.4: Risk analysis framework: conceptual relationship between performance parameters and performance measures in each decision alternative |
Risk analysis framework for the Planetary Science Mission example
Each alternative is characterized by its performance parameters, some of which are uncertain (in italic) and others of which have definite, known deterministic values (Time to end of launch window). In order to calculate the performance measures previously selected for illustrative purposes, four separate performance models are developed for radiological contamination, data collection, schedule and cost. Some performance parameters (such as spacecraft structure mass and launch reliability) are used in multiple models; some models (e.g., the data collection model) produce outputs (e.g., science package mass) that are inputs to other models (e.g., the schedule model).
3.2.2 Step 2.B – Risk quantification via probabilistic modeling of performance
If there were no uncertainty, the question of performance assessment would be one of quantifying point value performance measures for each decision alternative. In the real world, however, uncertainty is unavoidable, and the consequences of selecting a particular decision alternative cannot be known with absolute precision.
For decision making under uncertainty, risk analysis is necessary, in which uncertainties in the values of each alternative’s performance parameters are identified and propagated through the analysis to produce uncertain performance measures. Moreover, since performance measures might not be independent, possible correlations must be considered.
One possible way to propagate uncertainties while preserving correlations is to conduct all analysis by Monte Carlo Simulation (MCS) that amounts to:
As the Monte Carlo procedure iterates (for k = 1, 2, …, NT), these performance measure vectors accumulate and, at the end of the iteration process, the probability distributions of the performance measures can be expressed, e.g., in the form of a histogram. Figure 3.5 illustrates the MCS procedure as it would be applied to a single decision alternative (namely, Decision Alternative i)3.
Figure 3.5: Monte Carlo Simulation for propagating uncertainties onto the performance measures in the analysis of the generic Decision alternative i |
Referring to the Planetary Science Mission example introduced in § 3.1.1, figure 3.6 shows the PDFs resulting from the propagation of the uncertainties onto the four performance measures (i.e., probability of Pu contamination, data volume, cost and time to completion) employed to evaluate and compare four different decision alternatives; the corresponding imposed constraints are also shown as dashed lines.
It can be seen that there is substantial overlap among the PDFs. In practice, consideration is given to performing additional analysis to resolve such overlap in cases where doing so is expected to illuminate the decision. Statistical techniques such as sensitivity analysis allow analysts to identify the uncertain inputs which contribute the most to uncertainty in the outputs which impact the decision; additional effort can then be made to reduce the level of uncertainty in these inputs. In some cases however, additional analysis cannot help to distinguish among alternatives, especially when the underlying uncertainties are common to them.
Figure 3.6: Propagation of uncertainty onto the performance measures for four decision alternatives of the Planetary Science Mission example introduced in § 3.1.1 (from [NASA, 2010]) |
3.2.3 Step 2.C – Produce the Technical Basis for Deliberation (TBfD)
On the basis of the results of the uncertainty propagation obtained at the previous Step 2.B (§ 3.2.2), the Technical Basis for Deliberation (TBfD) is produced. The TBfD specifies the minimum information needed to risk-inform the selection of a decision alternative. The content of the TBfD is driven by the question: “What information do the deliberators and decision-makers need in order for their decision process to be fully risk-informed?”.
Different methods can be adopted to communicate risk results:
Further technical details about the TBfD are far beyond the scope of the present document; the interested reader is referred to [NASA, 2010].
3.3 Part 3 – Risk-informed alternative selection
The risk-informed alternative selection process within RIDM provides a method for integrating risk information into a deliberative process for decision making, relying on the judgment of the decision-makers to make a risk-informed decision.
The decision-maker does not necessarily base his or her selection of a decision alternative solely on the results of the risk analysis. Rather, the risk analysis is just one input to the process, in recognition of the fact that it may not model everything of importance to the stakeholders.
Part 3 (namely, Risk-informed alternative selection) is structured as follows. In Step 3.A, performance commitments are developed, representing consistent levels of risk tolerance across alternatives (§ 3.3.1). In Step 3.B, stakeholders, risk analysts, and decision-makers deliberate the relative merits and drawbacks of each alternative, given the information in the TBfD. This step is iterative, and may involve additional risk analysis or other information gathering. The decision-maker may also be involved at this stage to help prune the number of alternatives. Once a set of contending alternatives has been identified, the decision-maker integrates the issues raised during deliberation into a rationale for the selection of an alternative (§ 3.3.2).
3.3.1 Step 3.A – Develop risk-normalized performance commitments
Performance commitments
A performance commitment is a performance measure value set at a particular percentile of the performance measure’s PDF, in order to anchor the decision-maker’s perspective to that performance measure value as if it were her commitment, were she to select that alternative. For a given performance measure, the performance commitment is set at the same percentile for all decision alternatives, so that the probability of failing to meet the different alternative commitment values is the same across alternatives.
Performance commitments support a risk-normalized comparison of decision alternatives, in that a uniform level of risk tolerance is established prior to deliberating the merits and drawbacks of the various alternatives. Put another way, risk-normalized performance commitments show what each alternative is capable of with an equal likelihood of achieving that capability, given the state of knowledge at the time. Figure 3.7 shows a Performance Commitment C for Performance Measure PM. Performance Measure PM is characterized by a Probability Density Function (PDF), due to uncertainties that affect the analyst’s ability to forecast a precise value. The decision maker’s risk tolerance level for not meeting Performance Commitment C is represented by the shaded area.
Figure 3.7: Example of performance commitment C for a generic performance measure PM |
The inputs to performance commitment development are:
For each alternative, performance commitments are established by sequentially determining, based on the performance measure ordering, the value that corresponds to the stated risk tolerance, conditional on meeting previously-defined performance commitments. This value becomes the performance commitment for the current performance measure, and the process is repeated until all performance commitments have been established for all performance measures. In figure 3.8, there are only two performance measures, PM1 and PM2. Then, the risk analysis results can be shown as a scatter plot on the PM1−2 plane (figure 3.8, top left), where each point represents the output from a single iteration of Monte Carlo Simulation. If the ordering of the performance measures is PM1 first and PM2 second, PM1 would be the first performance measure to have a performance commitment established for it (figure 3.8, top right). This is done by determining the value of PM1 whose probability of exceedance equals the defined risk tolerance. That value becomes the PM1 performance commitment. The process is repeated for cost, conditional on the PM1 performance commitment being met. Thus, the points on the scatter plot that exceed the PM1 performance commitment have been removed from consideration and the PM2 performance commitment is established solely on the basis of the remaining data (figure 3.8, bottom left). The result is a set of performance commitments for PM1 and PM2 that reflects the risk tolerances of the deliberators and decision-maker (figure 3.8, bottom right).
Figure 3.8: Conditional establishment of performance commitments |
Once the performance commitments are developed, each alternative can be compared to every other alternative in terms of their performance commitments, with the deliberators understanding that the risk of not achieving the levels of performance given by the performance commitments is the same across alternatives. Additionally, the performance commitments can be compared to any imposed constraints to determine whether or not the possibility that they will not be satisfied is within the risk tolerance of the deliberators, and ultimately, the decision maker.
For the sake of clarity, table 3.2 reports the results of the development of risk-normalized performance commitments for the Planetary Science Mission example. Risk-normalized performance commitments were developed for four alternatives, for the performance measures of time to completion, project cost, data volume, and planetary contamination. The table shows the risk tolerance given to each: for example, because of the importance of meeting the 55 month launch window, a low risk tolerance of 3% is given to time to completion; instead, the 10% data volume risk tolerance is reasonably low, but reflects the belief that minor shortfalls will not significantly erode the success of the mission.
The table also shows the ordering of the performance measures that was used to develop performance commitments. Time to completion was chosen first due to its critical importance; project cost was chosen next, due to its importance in an environment of scarce resources; data volume was chosen third, due to its prominence among the technical objectives.
In addition, the table shows the levels of performance that are achievable at the stated risk tolerances. It is evident that Alternative 4 does not meet the 6 month data volume imposed constraint. However, the deliberators recognize that a different risk tolerance might produce a data volume performance commitment that is in line with the imposed constraint, so they are reluctant to simply discard Alternative 4. Instead, they determine the risk that would have to be accepted in order to produce a data volume performance commitment of at least 6 months: this turns out to be 12%, which the deliberators consider to be within the range of reasonable tolerances (indeed, it is not significantly different from 10%).
Performance measure | Risk tolerance | Performance measure ordering |
Time to completion | 3% | 1 |
Project cost | 27% | 2 |
Data volume | 10% | 3 |
Planet contamination | 15% | 4 |
Alternative | Time to completion | Project cost | Data volume (12%) | Planet contamination |
1 | 54 | 576 | 11 (11) | 0.07% |
2 | 53 | 881 | 9.9 (11) | 0.08% |
3 | 55 | 413 | 6.8 (7.8) | 0.1% |
4 | 54 | 688 | 4.9 (6.0) | 0.11% |
Tableau 3.2: Performance commitments for the Planetary Science Mission example of § 3.1.1 |
3.3.2 Step 3.B – Deliberate, select an alternative and document the decision rationale
The decision-maker has the authority and responsibility for critical decisions. While ultimate responsibility for alternative selection rests with the decision-maker, alternative evaluations can be performed within a number of deliberation forums which may be held before the final selection is made. As partial decisions or “down-selects” may be made at any one of these deliberation forums, they are routinely structured around a team organizational structure identified by the decision-maker. It is important to have a team with broad-based expertise to perform sufficient analysis to support a recommendation or decision. At the top of the structure may be the decision-maker or a deliberation lead appointed by the decision-maker. If a deliberation lead is appointed this individual should be an experienced manager, preferably one with an analytical background.
Carrying out this step requires:
Identify competing alternatives
After the performance commitments have been generated, they are used to reduce the set of decision alternatives to those that are considered to be the final “competitors” for selection by the decision-maker: this part of the process continues the pruning activity begun in § 3.1.3. Reasons for elimination of non-contending alternatives include: i) infeasibility (performance commitments are exceeded by the imposed constraints); ii) dominance (other alternatives exist that have superior performance commitments on every performance measure, and substantially superior performance on some); iii) inferior performance in key areas (in any decision involving multiple objectives, some objectives will be of greater importance to deliberators than others, e.g., crew safety; alternatives that are inferior in terms of their performance commitments in key areas can be eliminated on that basis).
The guidance above for identifying contending alternatives is primarily focused on comparisons of performance commitments. However, performance commitments do not capture all potentially relevant aspects of performance, since they indicate the performance at only a single percentile of each performance measure PDF. Therefore, alternatives identified as contenders on the basis of their performance commitments are further evaluated on the basis of additional uncertainty considerations relating to their performance at other percentiles of their performance measure PDF. In particular, performance uncertainty may give rise to alternatives with the following characteristics:
Figure 3.9: Uncertainties in performance measures: inferior expected performance, but potential for exceptionally high performances |
A final remark is in order with respect to the iterative nature of the deliberation process required for identifying competing alternatives. For example, one or more performance measures might be uncertain enough to significantly overlap, thereby inhibiting the ability to make a robust decision. Moreover, large uncertainties will, in general, produce poor performance commitments, particularly when risk tolerance is low: it would be unfortunate to discard an alternative on this basis if additional analysis could be undertaken to reduce uncertainty. Therefore, before a set of contending alternatives can be chosen, it is important that the deliberators are satisfied that particular uncertainties have been reduced to a level that is as low as reasonably achievable given the scope of the effort. It is expected that the risk analysis will be iterated, under the direction of the deliberators, to address their needs.
Communicate the competing alternatives to the decision maker
In this phase, the remaining alternatives all have positive attributes that make them attractive in some way and that make them all contenders. The next step is to find a way to clearly state for the decision-maker the advantages and disadvantages of each remaining alternative, especially how the alternatives address imposed constraints and satisfy stakeholder expectations.
In addition, information produced during deliberation should be summarized and forwarded to the decision-maker. This includes: i) risk tolerances and performance commitments; ii) pros and cons of each contending alternative (e.g., a table); iii) risk lists: each alternative will have different contributors to its performance commitment risks; correspondingly, each contending alternative will have a risk list written for it that identifies the major scenarios that contribute to risk. For example, each risk is articulated in a risk statement, which identifies an existing condition that indicates a possibility of some future consequence that contributes to one or more performance commitments not being met.
Further details are not given here for brevity; the interested reader is referred to [NASA, 2010].
Select a decision alternative and document the decision rationale
Once the decision-maker has been presented with enough information for risk-informed decision making, he or she is ready to select a decision alternative for implementation. The RIDM process is concerned with assuring that decisions are risk-informed, and does not specify a particular process for selecting the decision alternative itself: these may be qualitative or quantitative, structured or unstructured.
Regardless of the method used for making the decision, the decision-maker finally formulates and documents the decision rationale in light of the risk analysis: technical information on documenting the decision rationale are beyond the scopes of the present report: details can be found in Appendix E of [NASA, 2010].
With reference to the Planetary Science Mission example of § 3.1.1, table 3.3 reports four possible decision alternatives together with the corresponding probabilities of not meeting the imposed constraints. The first objective of the deliberators is to see whether or not the set of alternatives can be pruned down to a smaller set of contending alternatives to present to the decision maker. Table 3.3 shows that the risk of not meeting the $500 M cost constraint is high for Alternatives 2 and 4 compared to the risk tolerance of 27%. Specifically, Alternatives 2 and 4 are infeasible given the combination of the cost constraint and the NASA policy which specifies that the project be budgeted at the 70th percentile or greater. The 70th percentile cost estimates are $860 M for Alternative 2 and $650 M for Alternative 4. Thus, the deliberators prune these alternatives from contention.
Finally, the decision-maker confers with selected deliberators and stakeholders, chooses the alternative that he believes best balances the pros and cons of each contending alternative, and documents his/her decision rationale.
Alternative | Probability of not meeting constraint [%] | |||
Time to completion(< 55 months) | Cost(<500M$) | Data volume(> 6 months) | Planet contamination(< 0.1% probability) | |
1 | 2.8 | 22 | 4.1 | 1.1 |
2 | 2.4 | 57 | 6.4 | 3.2 |
3 | 3.0 | 9.7 | 8.7 | 5.5 |
4 | 2.3 | 47 | 12 | 12 |
Tableau 3.3: Contending alternatives (and corresponding probabilities of not meeting the imposed constraints) for the Planetary Science Mission example of § 3.1.1 |
Notice that some performance measures have imposed constraints, whereas others are unconstrained but still have a desirable direction of goodness.
A performance parameter is any value needed to execute the models that quantify the performance measures. Unlike performance measures, which are the same for all decision alternatives, performance parameters typically vary among alternatives, i.e., a performance parameter that is defined for one alternative might not apply to another alternative. Example performance parameters related to the performance objective of sending a satellite into earth orbit might include propellant type, propellant mass, engine type/specifications, etc.; additionally, performance parameters also include relevant environmental characteristics such as meteorological conditions. Performance parameters may be uncertain: indeed, risk has its origins in performance parameter uncertainty, which propagates through the risk analysis, resulting in performance measure uncertainty.
Uncertainties are distinguished by two categorical groups: aleatory and epistemic. Aleatory uncertainties are random or stochastic in nature and cannot be reduced by obtaining more knowledge through testing or analysis. On the other hand, epistemic uncertainties are not random in nature and can be reduced by obtaining more knowledge through testing and analysis. Further details can be found in [USNRC, 2002, USNRC, 2009, USNRC, 2005, NASA, 2010]. [Zio and Pedroni, 2012], in the same collection as this document, provides an overview of sources of uncertainty in a probabilistic risk analysis.
Suggestions on how to order performance measures can be found in Appendix B.
Suggestions on how to establish risk tolerances on performance measures can be found in Appendix C at the end of the report.
Chapitre 4 USNRC Risk-Informed Decision Making process
The US Nuclear Regulatory Commission
The US NRC is an independent agency of the United States government that oversees reactor safety and security, reactor licensing and renewal, radioactive material safety, and spent fuel management (storage, security, recycling, and disposal).
In the past, the United States Nuclear Regulatory Commission (USNRC) (together with other regulatory bodies) has used a deterministic approach as the basis for making decisions on safety issues and organizing the activities that they carry out. This was done by applying high-level criteria such as the need to provide defence-in-depth and adequate safety margins [USNRC, 2002]. The need to meet these deterministic requirements is the basis for most of the regulations, safety standards, guidance, etc. that are currently being used by regulatory bodies.
However, in recent years, PRAs have been developed for most of the nuclear facilities and the information provided by these PRAs is increasingly being used to complement and integrate the deterministic approach. In particular, there is explicit consideration of both the likelihood of events and their potential consequences together with such factors as good engineering practice and sound managerial arrangements.
In more detail, the USNRC integrated decision making approach, hereafter also referred to as Risk-Informed Decision Making (RIDM) process, is a structured process in which all the insights and requirements relating to a safety or regulatory issue are considered in reaching a decision. It includes the recognition of any mandatory requirements, the insights from the deterministic analysis, the insights from the probabilistic analysis and any other applicable insights: all these elements have to be considered and properly weighed to take a decision. In addition, once the decision has been made, there is a need to implement it and monitor it in order to determine how effective it has been and whether there is a need to revise the decision. These concepts are synthesized in figure 4.1 and detailed below [IAEA, 2005]:
At a lower level, this relates, e.g., to whether there are sufficient levels of redundancy and diversity in the safety systems.
Figure 4.1: Elements of the NRC integrated decision making process [IAEA, 2005] |
The integrated RIDM process (whose elements are presented in figure 4.1) may be applied to different issues that need to be addressed by a regulatory body, that is:
In this document, only the integrated RIDM process for deciding on plant safety issues is considered for brevity; the interested reader is referred to [IAEA, 2005] for details about the integrated RIDM process as applied to decisions on how the regulatory body operates.
The sequential steps of the USNRC integrated RIDM process for plant safety issues are (cf. figure 4.1):
Figure 4.2: Sequential steps of the USNRC RIDM process for deciding on plant safety issues [IAEA, 2005] |
4.1 Step 1 – Define the plant safety issue to be addressed
The first step in the process is to define the safety issue to be addressed by the regulatory body: this could include requests by the plant operators to make changes to i) the design of the plant or ii) the way in which the plant is operated:
Modifications that are made to improve plant safety may include: i) improving components, systems, structures to increase their capability to resist to external hazards (e.g., seismic events); ii) increasing the level of separation and segregation of safety systems to protect them against internal hazards (e.g., fire and flood); iii) include additional safety systems to provide diverse means for performing the corresponding safety functions.
On the other hand, modifications may be considered that may result in a small increase of risk, such as changing the fuel so that the power level of the reactor is increased or increasing the quantity of radioactive material stored at the facility.
4.2 Step 2 – Identify the applicable requirements and criteria
At this stage, requirements related to the specific issue addressed have to be identified; these include mandatory (further described in § 4.2.1), deterministic (§ 4.2.2), probabilistic (§ 4.2.3) and other requirements (§ 4.2.4).
4.2.1 Step 2.A – Identify the mandatory requirements
Mandatory requirements depend on the type of issue, but in general they will include legal requirements, governmental decrees, current regulations, and plant technical specifications. One of the mandatory requirements is the need to ensure that the risk is reduced to a level that is As Low As Reasonably Practicable (ALARP). In many cases, the test of reasonable practicability is to show that the costs of making the change are not excessive when compared to the benefits that would be obtained: this is often addressed by carrying out benefit-cost analyses.
The expectation is that the plant would remain within the licensed domain after the changes have been made.
4.2.2 Step 2.B – Identify the deterministic requirements
The aim of this step is to define and apply a set of conservative rules and deterministic requirements for the design and operation of a nuclear plant. If these rules are met, they are expected to provide a high degree of confidence that the level of risk is acceptably low. This conservative approach has provided a way of taking into account uncertainties in the performance of equipment and humans.
At a higher level, the deterministic requirements relate to i) providing defense-in-depth and ii) maintaining sufficient safety margins [IAEA, 2005]:
According to USNRC, defense in depth philosophy is maintained if [USNRC, 2002]:
The lower level principles relate to i) the single failure requirement, ii) preventing common cause failure, iii) providing equipment qualification, iv) limiting the claims made on the plant operating staff [IAEA, 2005]:
4.2.3 Step 2.C – Identify the probabilistic requirements
For nuclear power plants probabilistic requirements are typically given in terms of two risk metrics:
A possible framework for the definition of probabilistic criteria was given in [IAEA, 1999]. This defines a “threshold of tolerability” above which the level of risk would be intolerable and a “design target” below which the risk would be broadly acceptable. Between these two levels there is a region where the risk would only be acceptable if all reasonable achievable measures have been taken to reduce it [IAEA, 2005]. Based on current experience with nuclear power plant design and operation, numerical values were proposed that could be achieved by current and future designs. For the CDF, the objective is 10−4 per reactor-year for existing plants and 10−5 per reactor-year for future plants. For a large release of radioactive material, the objective is 10−5 per reactor-year for existing plants and 10−6 per reactor-year for future plants.
Following these general objectives, in the USA the probabilistic requirements for accepting changes in the design or operation of a plant are provided in [USNRC, 2002]:
These guidelines are intended for comparison with the results obtained by using a PRA to determine the change in the CDF or LERF for the proposed change to the design or operation of the plant (§ 4.3.3).
Figure 4.3: Probabilistic acceptance criteria for CDF (left) and LERF (right) [USNRC, 2002] |
4.2.4 Step 2.D – Identify other requirements
The aim of this step is to ensure that any other relevant factors that have not already been addressed are included in the decision making process. These factors could include the following:
4.3 Step 3 – Evaluate how the plant safety issue affects the requirements
The change to the design or operation of the plant needs to be reviewed in order to determine how it affects the mandatory (§ 4.3.1), deterministic (§ 4.3.2), probabilistic (§ 4.3.3) and other (§ 4.3.4) requirements.
4.3.1 Step 3.A – Evaluate how the change affects the mandatory requirements
Although some of the mandatory requirements (identified at Step 2.A of § 4.2.1) may be overriding, the integrated decision making process would still be followed to ensure that this was done in the optimum way. The areas where any of the applicable mandatory requirements are not met would need to be taken into account in the decision making process. This would need to be the case for all the issues addressed apart from those that related to a request for an exemption to the existing licensing requirements/regulations.
4.3.2 Step 3.B – Carry out the assessment to get deterministic insights
In this step, an assessment is carried out by comparing with the applicable deterministic requirements identified in Step 2.B (§ 4.2.2): the aim would be to identify any areas where these requirements are not met.
For defence-in-depth requirements, the aim would be to determine if there were any shortfall in the provisions made for preventing initiating events from occurring, for coping with initiating events, for containment so that radioactive material is not released to the environment and for protecting the public if a release should occur. The aim would be to determine whether any of these provisions fell short of the defined standard.
For safety systems, the aim would be to determine whether sufficiently diverse equipment had been incorporated to provide protection against frequent initiating events, whether sufficient redundancy had been provided by applying the single failure criterion to safety systems, etc.
It is widely recognized that there are uncertainties in many of the issues addressed by the assessments of the deterministic insights. For example, there are uncertainties in i) the analytical models, computer codes and data used to predict the behavior of the plant in operational/accident conditions, and ii) the hazard curves that are used to define different hazardous events and the capability of structures, systems and components to withstand such events.
The traditional way in which these uncertainties are treated in the assessment of deterministic insights is to make conservative assumptions and use conservative models and data. For example, for design basis accidents, the analysis assumes that: a) the postulated initiating event has occurred, b) the event occurs at a time when the initial conditions are at the worst end of their range, c) no credit is taken for the operation of the control systems (unless they aggravate the situation), d) the worst single failure occurs in the protection systems and e) conservative damage criteria are used for the aspects of plant safety challenged by the initiating event. The aim of using these assumptions is to ensure that safety margins are available and that there is a high level of confidence that failure conditions are not reached.
Design Basis Accident
A design basis accident (DBA), or maximum credible accident, is a combination of postulated challenges and failure events against which nuclear power plants are designed to ensure adequate and safe plant response. They are the set of accidents for which system designers make explicit provision, ensuring that their design is able to withstand their effects. Different DBA subtypes include design-basis earthquakes, floods and fires.
The current trend is to use best estimate codes for deterministic accident analyses provided that they are either combined with a reasonably conservative selection of input data or are associated with the evaluation of the uncertainties of the results. A good level of conservatism is still expected to be built into the deterministic analysis needed to demonstrate to the regulatory body that sufficient safety margins exist [IAEA, 2005].
4.3.3 Step 3.C – Carry out the assessment to get probabilistic insights
For a nuclear power plant, the normal approach is to carry out a PRA. The PRA can be used in two ways:
For purposes of implementation, the licensee1 should assess the expected change in CDF and LERF. The necessary sophistication of the evaluation, including the scope of the PRA (e.g., internal events only, full power only), depends on the contribution the risk assessment makes to the integrated decision-making, which depends to some extent on the magnitude of the potential risk impact. For changes that may have a more substantial impact, an in-depth and comprehensive PRA analysis, appropriate to derive a quantified estimate of the total impact of the proposed change, will be necessary to provide adequate justification. In other applications, calculated risk-importance measures or bounding estimates will be adequate. In still others, a qualitative assessment of the impact of the plant change on the plant’s risk may be sufficient.
The remainder of this section discusses the use of quantitative PRA results in decision-making. This discussion has two parts:
Quality of the PRA analysis
One overall requirement is that the scope, level of detail and quality of the PRA needs to be consistent with its intended applications and the role that the probabilistic input plays in the decision making process [USNRC, 2002, IAEA, 2005]:
Comparison of PRA results with acceptance guidelines, including uncertainties
This section provides guidance on comparing the results of the PRA with the acceptance guidelines described in § 4.2.3. In the context of integrated decision-making, the acceptance guidelines should not be interpreted as being prescriptive: instead, they are intended to provide an indication, in numerical terms, of what is considered acceptable. As such, the numerical values defining the areas in figure 4.3 ( page ??) are approximate values that provide an indication of the changes that are generally acceptable. Furthermore, the uncertainties associated with PRA calculations preclude a definitive decision with respect to which area the application belongs to based purely on the numerical results [USNRC, 1998c, USNRC, 2002]2.
The different acceptance guidelines reported in § 4.2.3 require different depths of analysis. Changes resulting in a decrease in the CDF and LERF estimates do not require an assessment of the calculated baseline CDF and LERF. Generally, it should be possible to argue on the basis of an understanding of the contributors and the changes that are being made that the overall impact is indeed a decrease, without the need for a detailed quantitative analysis.
If the calculated values of CDF and LERF are very small (area C in figure 4.3), a detailed quantitative assessment of the baseline value of CDF and LERF will not be necessary. However, if there is an indication that the CDF or LERF could considerably exceed 10−4 and 10−5 respectively, in order for the change to be considered the licensee may be required to present arguments as to why steps should not be taken to reduce CDF or LERF. Such an indication would result, for example, if i) the calculated contribution to CDF or LERF significantly exceeds 10−4 and 10−5 respectively, ii) there has been an identification of a potential vulnerability from a margins-type analysis, or iii) historical experience at the plant in question has indicated a potential safety concern.
For larger values of ΔCDF and ΔLERF (area B in figure 4.3) an assessment of the baseline CDF and LERF is required [USNRC, 2002].
To demonstrate compliance with the numerical guidelines, the level of detail required in the assessment of the values and the analysis of uncertainty related to model and incompleteness issues will depend on what follows [USNRC, 1998c]: in area C of figure 4.3, the closer the estimates of ΔCDF or ΔLERF are to their corresponding acceptance guidelines, the more detail will be required. Similarly, in Area B of figure 4.3, the closer the estimates of ΔCDF or ΔLERF and CDF and LERF are to their corresponding acceptance guidelines, the more detail will be required. On the contrary, if the estimated value of a particular metric is very small compared to the acceptance goal, a simple bounding analysis may suffice with no need for a detailed uncertainty analysis.
Because of the way the acceptance guidelines are developed, the appropriate numerical measures to use in the initial comparison of the PRA results to the acceptance guidelines are mean values. The mean values referred to are the means of the probability distributions that result from the propagation of the uncertainties on the input parameters and those model uncertainties explicitly represented in the model. While a formal propagation of the uncertainty is the best way to correctly account for state-of-knowledge uncertainties that arise, e.g., from the use of the same parameter values for several basic event probability models, under certain circumstances, a formal propagation of uncertainty may not be required if it can be demonstrated that the state-of-knowledge correlation is unimportant. This will involve, for example, a demonstration that the bulk of the contributing scenarios (cut sets or accident sequences) do not involve multiple events that rely on the same parameter for their quantification [USNRC, 2002].
While the analysis of parametric uncertainty is fairly mature, and is addressed adequately through the use of mean values, the analysis of the model and completeness uncertainties cannot be handled in such a formal manner. Whether the PRA is complete or only partial, and whether it is only the change in metrics or both the change and baseline values that need to be estimated, it will be incumbent on the licensee to demonstrate that the choice of reasonable alternative hypotheses, adjustment factors, or modeling approximations or methods to those adopted in the PRA model would not significantly change the assessment. This demonstration can take the form of well formulated sensitivity studies or qualitative arguments. It is not the intent that the search for alternatives should be exhaustive and arbitrary. For the decisions that involve only assessing the change in metrics, the number of model uncertainty issues to be addressed will be smaller than for the case of the baseline values, when only a portion of the model is affected. The alternatives that would drive the result toward unacceptableness should be identified and sensitivity studies performed or reasons given as to why they are not appropriate for the current application or for the particular plant. In general, the results of the sensitivity studies should confirm that the guidelines are still met even under the alternative assumptions (i.e., change generally remains in the appropriate region). Alternatively, this analysis can be used to identify candidates for compensatory actions or increased monitoring. The licensee should pay particular attention to those assumptions that impact the parts of the model being exercised by the change [USNRC, 2002].
One alternative to an analysis of uncertainty is to design the proposed change such that the major sources of uncertainty will not have an impact on the decision-making process. For example, in the region of the acceptance guidelines where small increases are allowed regardless of the value of the baseline CDF or LERF, the proposed change to the plant could be designed such that the modes of operation or the initiating events that are missing from the analysis would not be affected by the change. In these cases, incompleteness would not be an issue. Similarly, in such cases, it would not be necessary to address all the model uncertainties, but only those that impact the evaluation of the change.
4.3.4 Step 3.D – Carry out the assessment to get insights from other relevant factors
The aim is to carry out the assessment to get insights from the relevant factors listed in § 4.2.4:
4.4 Step 4 – Weight the inputs from the assessments carried out
The manner in which the mandatory requirements and the deterministic, probabilistic and other insights are weighted depends on the particular issue being addressed. Therefore it is not possible to give definitive guidance on how this should be done: much of this weighting is subjective and relies on engineering judgments [IAEA, 2005].
Where the insight relates to mandatory national legal requirements or to the need to meet established national practices, these would normally carry the highest weight and will have to be observed (unless, of course, the issue being considered relates to a change in rules or regulations or a request for regulatory exemption).
The relative weights given to the deterministic and probabilistic insights reflects the confidence that the regulatory body has in the PRA. Although a higher weight has traditionally been given to deterministic analyses, the current trend is for high quality PRAs to be produced and for PRA insights to be used effectively in the regulatory decision making process.
The degree to which the risk insights play a role, and therefore the need for detailed staff review, is application dependent. Quantitative risk results from PRA calculations are typically the most useful and complete characterization of risk, but they are generally supplemented by qualitative risk insights and traditional engineering analysis. Qualitative risk insights include generic results that have been learned from the numerous PRAs that have been performed in the past decades and from operational experience. For example, if one is deciding which motor-operated valves in a plant can be subject to less frequent testing, the plant-specific PRA results can be compared with results from similar plants. This type of comparison can give support to the licensee’s analysis and reduce the reliance of the staff review on the technical acceptability of the licensee PRA. However, as a general rule, applications that impact large numbers of systems, structures and components (SSCs) will benefit from a PRA of high quality.
In addition, the weight given to the probabilistic analysis will take account of the type of probabilistic input that was provided – that is, whether it is based on a full PRA analysis or whether only less formal risk insights are available. If a full scope PRA has been used, the weight of the PRA insights will further depend on the quality of the analysis carried out. This will also take account of the results of sensitivity studies and uncertainty analysis, where these have been carried out.
It is often the case that the deterministic and probabilistic insights are in agreement. For example, a modification that improves the deterministic position (for example, it increases the level of redundancy or diversity in the safety systems) will also lead to a reduction in the risk. In this case, the relative weighting of the deterministic and probabilistic insights may be less important and the outcome of the decision may depend on other factors such as the dose to workers or the results of the benefit-cost analysis.
If the deterministic and probabilistic insights are not in agreement, it is often the case that greater weight is given to the more conservative insight – that is, the one that indicates a need for improvement.
The weighting that would be applied to the need for a modification would be greater if the results of the probabilistic analysis showed that the overall risk from the plant was approaching a level that was not acceptable or if the change to the plant removed one of the weaknesses in the design or operation of the plant that has been identified from the PRA.
Finally, the weighting would also be expected to take account of the outcome of any benefit-cost analysis that had been carried out; if this has shown that the costs of making the changes are excessive when compared to the benefits that would be obtained, this would lead to a low weighting for the change to be made.
4.5 Step 5 – Make the decision
In making the decision, the regulatory body will need to take account of all the requirements and insights identified from the preceding steps, combine them taking account of the different weights assigned to them and reach a decision on whether the proposed change should be accepted or rejected. However, there is a fundamental difficulty in doing this because the requirements and insights obtained from the preceding steps are not expressed in the same units.
It is good practice for the regulatory body to involve multidisciplinary teams in the decision making process where the members of the team are able to deal with the diverse inputs with different weights. The team normally includes members who can cover all the disciplines involved (transient analysis, radiological analysis, human factors task analysis, severe accident analysis, PRA, etc. as required for the issue being addressed) and are familiar with the plant (which would include the design, operation, operational experience, etc.). In addition, due account will need to be taken of the uncertainties associated with the deterministic and probabilistic analyses, and the other factors taken into account in the decision making process. Finally, other factors that the multidisciplinary teams may wish to take into account in making the decision include the cumulative impact of previous changes and the overall performance of the plant as reflected by inspection findings, operational data and plant performance indicators [USNRC, 2002, IAEA, 2005].
The inputs provided by the multidisciplinary team experts in each of the areas would include:
Decision-making benefits of a multidisciplinary team
Inputs in the field of maintenance actions and policies have a close connection and dependence with inputs in the fields of human factors (e.g. in the modeling of possible operator errors) and, for instance, with the study and quantification of the radiation doses that would be incurred by workers and operators in making the modifications to the design of the plant.
Each member of the multidisciplinary team would be expected to have a high level of expertise in at least one of the areas that provide a significant input into the decision making process. They would need to be able to explain their input also to non-specialists. They would also need to have a broad perspective on nuclear safety issues so that they would be able to understand and take account of the inputs being provided by the other experts. The level of expertise of the members of the multidisciplinary team would need to be consistent with the importance of the decision being made.
If more than one issue arises at the same time, it is recommended that the regulatory body consider them individually and make a separate decision made on each of them. If two or more issues are considered together, it is possible that one of the issues may lead to a relatively large increase in the risk, which would be masked by a relatively large decrease in the risk from the others. This needs to be avoided and each of the issues should be considered on its own. However, if a number of proposals arise within a short period of time to make changes that would lead to the risk being increased, it is advisable that the regulatory body take account of the combined effect of these changes to make sure that this is also acceptable [IAEA, 2005].
4.6 Step 6 – Implement the decision
Decisions concerning the implementation of changes should be made in light of the uncertainty associated with the results of the traditional and probabilistic engineering evaluations. Broad implementation within a limited time period may be justified when uncertainty is shown to be low (data and models are adequate, engineering evaluations are verified and validated, etc.), whereas a slower, phased approach to implementation (or other modes of partial implementation) would be expected when uncertainty in evaluation findings is higher and where programmatic changes are being made that could impact SSCs3 across a wide spectrum of the plant, such as in in-service testing and in-service inspection. In such situations, the potential introduction of common cause effects must be fully considered and included in the submission.
The way in which changes towards risk informed regulations would be implemented depends on the respective national legislative system and the legal status of the regulations [IAEA, 2005].
Impact of the legislative context on decision-making
Filtered containment venting systems and other equipment such as hydrogen re-combiners have been incorporated to increase the level of defence-in-depth against severe accident scenarios in some US states but not in others, due to the greater significance that has been placed on providing protection for the containment.
4.7 Step 7 – Monitor the effect of the decision
It is good practice that the consequences of any decisions made be monitored and feedback provided on their effectiveness. The aim of monitoring is to determine whether the change has been made effectively and whether there are any adverse effects. Such monitoring is usually performance based.
For changes to the design or operation of a nuclear facility, a monitoring process would usually be agreed with the plant operators and this would be included in inspection activities by the regulatory body.
Performance-monitoring strategies should be considered carefully to ensure that no safety degradation occurs because of the changes to the plant. The main concern is the possibility that the cumulative impact of changes that affect a large class of SSCs could lead to an unacceptable increase in the number of failures due to degradation, including possible increases in common cause mechanisms. Therefore, a monitoring plan should be established to make sure that the engineering evaluation used to analyze the impact of the proposed changes continues to reflect the actual reliability and availability of the SSCs involved. Further details of acceptable processes for implementation in specific applications are discussed in [USNRC, 1998c, USNRC, 1998a, USNRC, 1998d, USNRC, 1998b].
The proposed monitoring programs should include a means to adequately track the performance of equipment that, when degraded, can affect the conclusions of the engineering evaluations and integrated decision-making that support the change to the plant. The program should be capable of trending equipment performance after a change has been implemented to demonstrate that performance is consistent with that assumed in the traditional engineering and probabilistic analyses that were conducted to justify the change. The program should be such that
As part of the monitoring program, measures for specific cause determination, trending of degradation and failures, and corrective actions should be considered. Such measures should be applied to SSCs relative to their safety significance as determined by the engineering analyses that support the plant change. A determination of cause is needed when performance expectations are not being met or when there is a functional failure of an application-specific SSC that poses a significant condition adverse to performance. The cause determination should identify the cause of the failure or degraded performance to the extent that corrective action can be identified that would preclude the problem or ensure that it is anticipated prior to becoming a safety concern. It should address failure significance, the circumstances surrounding the failure or degraded performance, the characteristics of the failure, and whether the failure is isolated or has generic or common cause implications [Mosleh et al., 1989].
Finally, the monitoring program should identify any corrective actions to preclude the recurrence of unacceptable failures or degraded performance. The circumstances surrounding the failure may indicate that the SSC failed because of adverse or harsh operating conditions (for instance, operating a valve dry, or over-pressurization of a system) or failure of another component that caused the SSC failure. Therefore, corrective actions should also consider SSCs with similar characteristics with regard to operating, design, or maintenance conditions. The results of the monitoring need not be reported to the regulator, but should be retained onsite for inspection.
The licensee of a nuclear power plant is the organization which has obtained a license from the US NRC to operate the plant.
There are two facets to uncertainty that, because of their natures, must be treated differently in PRA applications. As mentioned earlier (note 4 of § 3.2.2). They have been termed aleatory and epistemic uncertainty. In addition, it is useful to identify three classes of epistemic uncertainty that are addressed in and impact the results of PRAs: parameter uncertainty, model uncertainty, and completeness uncertainty [Helton, 1998, USNRC, 1990, USNRC, 2005, USNRC, 2002, USNRC, 2009].
Systems, structures and components.
Chapitre 5 Conclusions
In the past, regulatory bodies have used a deterministic approach as the basis for making decisions on safety issues and organizing the activities that they carry out. This was done by applying high level criteria such as the need to provide defence-in-depth and adequate safety margins. These were developed into lower level requirements, which were aimed at ensuring that the risk to workers and members of the public was adequately controlled. The need to meet these deterministic requirements is the basis for most of the regulations, safety standards, guidance, etc. that are currently being used by regulatory bodies. The main strength of the deterministic approach is that it is well developed and that there is a very large body of experience in applying this approach. However, there are a number of shortcomings in the deterministic approach that need to be recognized and these include the following [IAEA, 2005]:
Although the deterministic approach has been refined over the years, it is widely recognized that the reliance on a deterministic approach on its own is unlikely to be sufficient to demonstrate that high levels of safety have been achieved in a way that is balanced across initiating events and safety systems. This has been seen from the PRAs that have been carried out and have demonstrated that some of the contributions to the risk have not been adequately controlled by the deterministic approach. Actually, in recent years, PRAs has been developed and the information provided by these PRAs is increasingly being used to complement the deterministic approach. The move has been towards an integrated approach that combines the insights provided by the deterministic approach and those from the probabilistic approach with any other requirements in making decisions on a safety issue or in deciding on the priorities for the activities to be carried out by the regulatory body. When this integrated process is applied to making decisions about safety issues in safety-critical systems, this is sometimes referred to as Risk Informed Decision Making (RIDM). When it is applied to making decisions about the way in which a regulatory body carries out its activities, this is sometimes referred to as Risk informed Regulation.
In this framework, in order to exemplify the general concepts, definitions and issues related to RIDM, the present document has described in detail the RIDM processes adopted by two American regulatory bodies in the complex, safety-critical fields of aerospace and nuclear engineering: the National Aeronautics and Space Administration (NASA) and the United States Nuclear Regulatory Commission (USNRC), respectively. Although both regulatory bodies employ RIDM approaches, their interpretation of RIDM seems slightly different: the NRC implementation (as in the nuclear area in general) seems to be more focused on increasing the impact that PRA have on regulatory decisions: the focus is thus on how to resolve possible conflicts between deterministic analyses and PRA. The NASA focus seems to be a combination of a better decision structure crossing internal organizational boundaries (following the objective hierarchy) and support for multi-criteria decisions under uncertainty. In spite of this slightly different interpretation, from a detailed analysis of the two RIDM processes it can be concluded that in general the main strengths of the use of a probabilistic approach to inform decisions related to safety-critical systems are the following [IAEA, 2005]:
“With insights provided from PRAs, the NRC now realizes that some equipment that has historically been categorized and treated as safety related, and thus subject to special restrictions, in fact only makes a limited contribution to risk and is therefore eligible for relief from regulatory requirements. Conversely, other equipment that was not previously categorized as safety related is now understood to have safety significance and is therefore eligible for enhanced treatment.
On the other hand, shortcomings in the probabilistic approach arise from the scope or level of detail (and quality) of the PRA, which make the use of PRA for regulatory relief still controversial and challenge further developments and applications of risk-informed decision making and performance-based regulation [IAEA, 2005]:
Owing to the reasons mentioned, it has often been difficult to compare the PRAs that have been carried out for similar systems due to differences in methodology and data. It should be stressed that this is a limitation for the potential application of the PRA rather than the PRAs themselves. However, this has led to reluctance by some regulatory bodies to accept the use of PRA to the extent that they are able to move towards a risk-informed approach.
Finally, it should be noted that, in risk informed decision making and risk informed regulation, the PRA provides only one of the inputs into the decision making process — the others being related to factors such as the degree to which any mandatory requirements are met, the insights from the deterministic analysis, the results of any cost benefit analysis, special considerations, etc. A risk based approach in which the input from the PRA (or other risk analysis) is the sole input into the decision making process is not advisable.
Annexe A Deriving performance measures in the NASA RIDM process
The following practical cases can be considered when deriving performance measures for performance objectives (see § 3.1.2):
A remark is in order with respect to the classification reported above. Although it is preferable that a performance measure be directly measurable, this is not always possible, even for objectives with natural measurement scales. For example, a safety-related risk metric such as “Probability of Loss of Crew” is typically used to quantify the objective “Maintain Astronaut Health and Safety”. This performance measure is the product of modeling activities as opposed to direct measurement, involving the integration of numerous parameters within an analytical model of the alternative under analysis. In such cases, the modeling protocols become part of the performance measure definition, which assures that performance measures are calculated consistently.
Annexe B Ordering the performance measures in the NASA RIDM process
Because of possible correlations between performance measures, performance commitments are developed sequentially (cf. § 3.3.1). Thus, in general, performance commitments depend on the order in which they are developed. Qualitatively, the effect that performance measure order has on performance commitment values is as follows [NASA, 2010]:
These general effects of performance measure ordering on performance commitments suggest the following ordering guidelines:
Annexe C Establishing risk tolerances on the performance measures in the NASA RIDM process
The RIDM process calls for the specification of a risk tolerance for each performance measure, along with a performance measure ordering, as the basis for performance commitment development (cf. § 3.3.1). These risk tolerance values have the following properties:
Risk tolerances, and their associated performance commitments, play multipurpose roles within the RIDM process:
Issues to consider when establishing risk tolerances include:
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